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Abstract

In this paper, a flexible robotic assembly system with
decentralized architecture is presented. The system is de-
signed to achieve high reconfigurability so that it can adapt
to changes in manufacturing environment; a new robot can
be easily installed to the system and execute assembly tasks
immediately, together with other devices. For easier recon-
figuration, a semi-automated calibration method for posi-
tions of newly installed robots is integrated into the system.

Our implementation of the assembly system consists of
conventional manipulators and a belt conveyor. In the ex-
periment, a new mobile manipulator was installed success-
fully and performed an assembly operation jointly with
other existing manipulators.

1 Introduction

In recent years, reconfigurability of manufacturing sys-
tems has been in great demand [1, 2]. Changes of sys-
tem configuration at low cost will help the systems cope
with predictable and unpredictable fluctuations in produc-
tion environment. For example, a manufacturing system
can adapt to the increase of production quantity if an ad-
ditional device can be easily plugged into the system (Fig-
ure 1).

In regard to assembly systems, many researchers pro-
posed decentralized control architectures to achieve flex-
ibility, including reconfigurability [3–8]. Such decentral-
ized software architectures are very helpful to achieve re-
configurability, but that covers only a part of the purpose.
In real systems, physical problems of reconfiguration, such
as conflict of workspaces, should be solved effectively. In
order to achieve reconfigurability in real assembly systems,
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Figure 1: Plug-in of a New Robot

some researchers developed special homogeneous hard-
ware [9–11], which is generally expensive.

The authors proposed a decentralized control architec-
ture for robotic assembly cells that consists of heteroge-
neous conventional devices [12–14]. The architecture has
functions that support easy reconfiguration; information re-
newals associated with physical reconfiguration are auto-
mated, and conflict of workspaces of the devices at recon-
figuration is solved decentralizedly by negotiation. Collec-
tively, we call the functions “Plug & Produce” [13–15].

As another physical problem, calibration of the position
of a newly installed robot is required so that we can in-
stall the robot at an arbitrary position. Therefore, easy cal-
ibration is highly desirable. In our previous implementa-
tion [12], however, the calibration is performed manually;
that is, a human operator has to move the gripper of a newly
installed robot to point at guiding marks to localize the
robot. The necessity of manual calibration may spoil the
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Figure 2: Calibration for Plug & Produce

system’s reconfigurability.

In this paper, we present a new version of our assembly
system. It has semi-automated calibration for newly in-
stalled robots, which enhances the reconfigurability of the
system significantly. The management mechanism of po-
sitional information resulting from installation/removal of
robots is also described. Experimental results of the sys-
tem’s behavior in installation of a new robot and an assem-
bly task are shown.

2 Calibration for Plug & Produce

Calibration of the position of a newly installed robot
is required for hand-over of parts and collision avoidance
between the new robot and existing ones. We developed
a semi-automated calibration method for Plug & Produce
[16]. In the method, relative position/orientation between
a newly installed robot and an existing robot is easily ob-
tained. Here we describe the method briefly.

Our calibration method is based on the reconstruction
of 3D coordinates of objects from camera images by the
Direct Linear Transformation (DLT) method [17]. We ob-
tain a homogeneous transformation matrix that represents
positional relationship between the base frame of a newly
installed robot and that of an existing one, by observing
markers attached to the end-effector of each robot (Fig-
ure 2).

The procedure for the calibration of positional relation-
ship between robot A and B is as follows:

1. A human operator places two cameras so that they can
observe the markers on robots A and B.

2. Robot A moves autonomously in a limited space
and the cameras observe the motion of its marker.
Pairs of the image coordinates of the marker, uAi =
[u1Ai, v1Ai, u2Ai, v2Ai]T , and 3D coordinates of the
marker in A’s base frame, xAi = [xAi, yAi, zAi]T , are
sampled as control points (i = 1, . . . , nA).

3. Then robot B moves autonomously in the limited
space and the cameras also observe the motion of
its marker. Pairs of the image coordinates of the
marker, uBj = [u1Bj , v1Bj , u2Bj , v2Bj ]T , and 3D
coordinates of the marker in B’s base frame, xBj =
[xBj , yBj , zBj ]T , are sampled as control points (j =
1, . . . , nB).

4. A mutual positional relationship between the robots
is calculated from (xAi, uAi) and (xBj , uBj), as a
homogeneous transformation matrix (AT B).

The features of the calibration method are as follows:

• No substantial modification to assembly devices are
required. All we need is markers on the robots and
external cameras.

• The calibration procedure can be mostly automated.
Human operators only have to place two cameras
where they can observe the markers.

• Positions of cameras can be unknown. Thus we can
place cameras instantaneously.

• Transformation between the base frames of two ma-
nipulators is obtained. This is suitable for decentral-
ized systems composed by autonomous agents.

In this method, calibration is made in a limited space
(we call it “calibration space”). Note that reliable accu-
racy is achieved only around the calibration space, where
inter-robot operation (e.g., hand-over of parts) should be
performed.

In our current implementation, the accuracy in the cal-
ibration space is about 0.5 [mm]. Details of the calibra-
tion including remarks on accuracy improvement are found
in [16].

3 Management of Positional Information

3.1 Graph Representation of Positional Relation-
ships

Using the calibration method presented in the previous
section, we can obtain information of positional relation-
ships between robots. Our assembly system has decen-
tralized architecture, therefore the positional information
should be managed in a decentralized manner; therefore,
we do not use global coordinates in a world coordinate
frame, but just keep relative positional information between
devices.

Let us consider an assembly cell like Figure 3(a). In this
case, the positional information of assembly devices in the
cell is represented as a “calibration graph,” shown in Fig-
ure 3(b). Each node of the graph corresponds to each as-
sembly device. Note that workbenches of the robots are
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Figure 3: Graph Representation of Positional Relationships
between Assembly Devices

also represented as “Storage” nodes. Only when the posi-
tional relationship between device X and Y is directly cal-
ibrated or defined, corresponding nodes are connected by
an arc. In the arc, a homogeneous transformation matrix
(XT Y ) that represents the relative position/orientation be-
tween the devices is stored. By assigning a proper “cost”
value to each arc according to the calibration accuracy,
we can employ Dijkstra’s algorithm to find the “shortest”
path between two devices that are not directly calibrated.
The path gives relative position/orientation between the de-
vices. An advantage of not using global coordinates is that
the system does not have to resolve positional inconsis-
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Figure 4: Updated Calibration Graph (Manipulator2 re-
moved)

tency explicitly. That is, the following equation does not
usually hold in our system because of the calibration error:

XT Z = XT Y
Y T Z ; (1)

therefore if using global coordinates, we have to determine
each global position/orientation of the assembly devices as
a compromise solution of inconsistent equations.

In addition to the calibration graph, the system has an-
other graph, called “adjacency graph” (Figure 3(c)). In the
adjacency graph, an arc connects two device nodes when
the devices are neighbors (that is, they can hand over a part
directly). Arcs in the adjacency graph do not connect two
manipulators directly. This is because a manipulator does
not hand a part over to another manipulator directly, but
places it on a shared domain temporarily and then another
manipulator picks it up. The adjacency graph is required
to determine transfer routes of parts between assembly de-
vices.

When a new robot is installed in the system, both the
calibration graph and the adjacency graph must be updated
according to the calibration result. Similarly, when a robot
is removed from the system, both graphs must be updated,
too. In the case of removal, however, the calibration graph
must be kept connected. For example, when we remove
“Manipulator2” from the assembly cell in Figure 3, the cal-
ibration graph is altered as Figure 4.

3.2 Workspace Allocation

After the positional information is obtained, proper
workspace (re-)allocation is necessary to avoid physical
conflict between assembly devices and to hand over parts
and products. In our system, the workspaces of assembly
devices are classified as follows [13]:

Shared Domain. A domain where the neighboring de-
vices can enter. This domain is used for hand-over
of parts or products.
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Exclusive Domain. A domain where other devices cannot
enter. This domain is used for assembly and keeping
parts or products.

Shared and exclusive domains are defined as in Figure 5.

In our implementation, all the workspaces are repre-
sented as grids, and each grid point is labeled as shared,
exclusive, or neither (Figure 6). When a robot is installed
or removed, the information stored in the grid points must
be updated according to the calibration result and movable
areas of the robots.

3.3 Procedure of Robot Installation / Removal

Now we describe how the positional information men-
tioned above is updated when a new robot is installed. The
procedure of robot installation is as follows:

1. The new robot announces its rough position, which is

given by a human operator, to all the devices and tells
its possible neighbor devices to undertake no assem-
bly operations for collision avoidance.

2. The new robot waits for the completion of all the as-
sembly operations of its possible neighbors.

3. The calibration procedure described in Section 2 is
performed. The procedure should be repeated for all
the possible neighbors.

4. The calibration graph of the system is updated accord-
ing to the calibration result.

5. Workspace information stored in the grid points is up-
dated according to the calibration graph and movable
areas of the robots.

6. The adjacency graph is updated according to the
change of workspace information.

7. Now, the robot installation is completed. The new
robot tells the neighbor devices to resume undertak-
ing assembly operations.

The procedure for removing a robot from the system is
similar:

1. The robot to be removed stops to undertake new as-
sembly operations and completes all of its assigned
operations.

2. The robot hands over parts in its exclusive domain, if
any, to other robots.

3. Workspace information stored in the grid points is up-
dated as a consequence of the removal of the robot.

4. The adjacency graph of the system is updated.

5. The calibration graph is updated.

6. Now, the removal of the robot is completed.

4 Experiment of Plug & Produce

4.1 Implemented Assembly Cell

Our implementation of the assembly system consists of
three fixed manipulators, one mobile manipulator, and one
belt conveyor (Figure 7). An LED is attached on the end-
effector of each manipulator, as a marker for calibration.
Two CCD cameras are also used for calibration. Each de-
vice is controlled by a Linux PC (Figure 8). All the as-
sembly devices and storage are implemented as software
agents (“holons” [13]). The agents are programmed in Java
for high interoperability, while they were written in C++ in
our previous implementation [12]. We use Java Communi-
cations API and JNI (Java Native Interface) for controlling
assembly devices. All the agents can communicate with
each other through the Ethernet.
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4.2 Experiment

Installation of a mobile manipulator to the assembly cell
was performed (Figure 9). At first, the mobile manipulator
(“Manipulator4”) was placed next to a fixed manipulator
(“Manipulator1”). Then each manipulator moved its grip-
per to eight points in turn (nA = nB = 8). These points
formed a bounding box, whose location was determined
based on the rough position of the newly installed Manipu-
lator4. After the calibration procedure, a simple assembly
task was requested. The task was just to collect part ‘A’ and
‘B’ and insert ‘A’ into ‘B.’ Necessary operations to com-
plete the task were assigned to each device by negotiation
and executed in order.

In the experiment, the new manipulator was successfully
plugged into the system and participated in the assembly
task. Figure 10 is a Gantt chart for the experiment. At
first, calibration between Manipulator1 and Manipulator4
was executed. In our current implementation, the setting

(a) A Scene in Calibration

(b) A Scene in Assembly

Figure 9: Experiment of Plug & Produce

of tracking windows to observe markers for calibration is
not yet automated, therefore a human operator had to do
it (60 [s]–105 [s]). Calibration was completed at 125 [s],
and then an operation of moving part ‘B’ was immediately
assigned to Manipulator4, the newly installed robot. At
380 [s], the product was finally assembled.

This experimental result shows that “Plug & Produce”
functionality works fine for robotic assembly systems.

5 Conclusion

In this paper, we presented a robotic assembly system
with high reconfigurability. The “Plug & Produce” func-
tionality of the system including semi-automated calibra-
tion of positions of newly installed robots enables flexible
reconfiguration of the system. In the experiment, we could
easily install a new manipulator to the system to participate
in assembly tasks.

The system will not be optimal with regard to its recon-
figurability until it has effective task allocation. Currently,
we are improving our existing task allocation algorithm
based on inter-agent negotiation.
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